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Data Labelling and Inter-rater Agreement

Data Labelling

Data labelling: process of assigning meaningful annotations or tags to
raw data, enhancing its clarity and usefulness for various applications,
including medicine and psychology, but also research in content analysis
and corpus linguistics.

Within the realm of NLP and AI, the emphasis has shifted to Machine
Learning, making the development of datasets for training and assessing AI
systems a pivotal undertaking.

AI systems learn patterns from data.

AI success hinges on the availability of high-quality labelled datasets
for training and evaluation.

Accurate data labelling is vital for meaningful insights and reliable
AI models.
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Data Labelling and Inter-rater Agreement

Data Labelling and Inter-rater Agreement

Inter-rater agreement measures quantify the level of consensus
and the consistency between multiple annotators.

Inter-rater agreement is a critical quality metric for data labelling:

High inter-rater agreement indicates consistent and reliable annotations;

Low inter-rater agreement raises concerns about ambiguity and reliability of
the annotation process.

Assumption: if different coders consistently generate comparable
outcomes, we can deduce that they have internalised a similar
understanding of the annotation guidelines.
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Inter-rater agreement measures

Observed agreement

Given the item set {i ∈ I} to be annotated into {k ∈ K} categories and the
set of coders {c ∈ C}, the observed agreement is computed as

Ao =
1
|I|
∑
i∈I

agri

2-coders

agri =


1 the 2 coders assign

the same category k to item i
0 the 2 coders assign

different categories to item i

multi-coders

agri =
1(|C|
2

) ∑
k∈K

(
nik

2

)

=
1

|C|(|C| − 1)

∑
k∈K

nik (nik − 1)

nik =number of times item i is
classified into category k
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Inter-rater agreement measures

Observed agreement: limitations

Observed agreement enters in the computation of all the measures of
agreement.

By itself, observed agreement does not provide values suitable for
cross-study comparison, since some agreement is due to chance.

The extent of this random agreement is influenced by two factors that differ
between studies [Paun et al., 2022]:

percentage agreement is biased in favour of dimensions with a small
number of categories;

percentage agreement does not correct for the distribution of items
among categories: we expect a higher percentage agreement when one
category is much more common than the other.

In order to get figures that are comparable across studies, observed
agreement has to be adjusted for chance agreement.
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Inter-rater agreement measures

Chance-corrected inter-rater agreement coefficients

ϕ =
Ao − Ae

1 − Ae

Ae: expected agreement: amount of agreement we would expect to see
if the coders were making arbitrary label choices

Ao − Ae: measures how much agreement beyond chance was actually
found

1 − Ae: measures how much agreement over and above chance is
attainable

ϕ: measures which proportion of the possible agreement beyond chance
was actually observed

Chance agreement: requires a model that specifies the notion of
arbitrary agreement and each coefficient specifies this notion
differently.
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Inter-rater agreement measures

Coefficients of agreement for computational linguistics tasks

AIM of agreement measures in computational linguistics tasks: to
infer about the reliability of large-scale annotation processes.

Most appropriate inter-rater agreement measures: shared-distributions
coefficients

Fleiss’ κ

Krippendorff’s α.

For binary annotation schemes, the two indexes give similar results so we
focus on Fleiss’ κ .

Limitation:

Prevalence problem: if a disproportionate amount of the data falls
under one category (skewed distribution), then the expected agreement
is very high, so in order to demonstrate high reliability an even higher
observed agreement is needed [Di Eugenio, 2000, Di Eugenio and
Glass, 2004].
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Inter-rater agreement measures

Alternative: Probabilistic models of agreement

All classical coefficients of agreement estimate expected agreement on the
entire set of items.

Probabilistic models distinguish between:

Easy items in which deliberate consensus among the annotators can be
observed;

Difficult items in which the annotations present disagreement or there
is random agreement.

Gwet AC1 [Gwet, 2008] estimates Ae for the difficult items only: easy items
may be disregarded on the grounds that any agreement will not be by chance.
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Inter-rater agreement measures

Fleiss’ κ [Fleiss, 1971]: expected agreement

Fleiss’ κ coefficient is a generalisation of Scott’s π [Scott, 1955] defined for 2
coders.

2-coders

A(S)
e =

∑
k∈K

P(k |c1)P(k |c2)

P(k |c1) = P(k |c2) = P̂ (k) = nk
2|I|

nk =total number of assignments to k
by both coders

multi-coders

A(F )
e =

∑
k∈K

(
P̂ (k)

)2

P̂ (k) = nk
|I||c|

nk =total number of
assignments to k by all the
coders
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Inter-rater agreement measures

Gwet’s AC1 [Gwet, 2008]: expected agreement

|C| = 2 raters classify |I| items into either category ‘0’ or ‘1’ independently

G= {The two raters c1 and c2 agree}

R= {A rater (c1, or c2) or both performs a random rating}

P(G|R) = 2 ∗ 0.52 = 0.5; P(R) ≈ π1(1 − π1)

0.5(1 − 0.5)
= 4π1(1 − π1)

A(G)
e = P(G ∩ R) = P(G|R)P(R) ≈ 2π1(1 − π1)

The probability π1 can be estimated from sample data as

π̂1 = 0.5(pc1,1 + pc2,1)

pc1,1 =
nc1,1

|I| ; pc2,1 =
nc2,1

|I|
Gwet extends the AC1 coefficient also to multiple raters.
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Inter-rater agreement measures

Simulation studies

Simulation studies

In order to understand the effect of the distribution of the ratings among the
categories on the inter-agreement coefficients we implemented two
simulation studies considering

a binary annotation scheme (K = 2)

I = 100 items to be annotated

2-raters and multi-raters scenarios

Fleiss’κ and Gwet’s AC1 were computed using the irrAC package [Gwet,
2019] for the R environment.
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Inter-rater agreement measures

Simulation studies

Simulation study for 2-raters

To simulate the annotations for 2 raters on I = 100 items, we

1 simulate two underlying zero-mean normal variables with a given
correlation matrix Σ where E(Z1,Z2) = ρ

Z ∼ N2 (0,Σ)

2 obtain two binary annotation variables considering the threshold model

xc,i =

{
0 if zc,i ≤ γ
1 otherwise

for c = 1, 2 and i = 1, . . . , I.

Simulation parameters

ρ = (−0.9,−0.6,−0.3, 0, 0.3, 0.6, 0.9)

γ =
(
Φ−1(0.50),Φ−1(0.75),Φ−1(0.90)

)
Monte Carlo repetitions for each combination of parameters: 100
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Inter-rater agreement measures

Simulation studies

Observed Ao and expected Ae agreement for Fleiss’ κ and Gwet’s AC1

mean values across the 100 repetitions

Observed agreement

-0
.9

-0
.6

-0
.3 0

0.
3

0.
6

0.
9

 for the underlying variables

0.5,0.5

0.5,0.75

0.5,0.9

0.75,0.75

0.75,0.9

0.9,0.9

P
r(

0
|c

1
),

 P
r(

0
|c

2
)

0

0.2

0.4

0.6

0.8

1

Fleiss : expected agreement

-0
.9

-0
.6

-0
.3 0

0.
3

0.
6

0.
9

 for the underlying variables

0.5,0.5

0.5,0.75

0.5,0.9

0.75,0.75

0.75,0.9

0.9,0.9

P
r(

0
|c

1
),

 P
r(

0
|c

2
)

0

0.2

0.4

0.6

0.8

1

Gwet AC
1
: expected agreement

-0
.9

-0
.6

-0
.3 0

0.
3

0.
6

0.
9

 for the underlying variables

0.5,0.5

0.5,0.75

0.5,0.9

0.75,0.75

0.75,0.9

0.9,0.9

P
r(

0
|c

1
),

 P
r(

0
|c

2
)

0

0.2

0.4

0.6

0.8

1



Investigating Annotator Agreement

Inter-rater agreement measures

Simulation studies

Positive correlated underlying variables:
Coefficient values and 95% confidence intervals for Fleiss’ κ and Gwet’s AC1
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Inter-rater agreement measures

Simulation studies

Independent underlying variables:
Coefficient values and 95% confidence intervals for Fleiss’ κ and Gwet’s AC1
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Inter-rater agreement measures

Simulation studies

Negative correlated underlying variables:
Coefficient values and 95% confidence intervals for Fleiss’ κ and Gwet’s AC1
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Inter-rater agreement measures

Simulation studies

Simulation study for multiple raters

To simulate the annotations for Nc raters on I = 100 items with a binary
annotation scheme, we simulate a I × 2 table where for each item we record
the number of raters for each category.
For i = 1, . . . , I

1 simulate
ni ∼ Binomial (Nc , πn)

2 simulate
wi ∼ Bernoulli (πw )

3 set the number of annotations for the two categories as

ni,0 = wi · ni + (1 − wi) · (Nc − ni)

ni,1 = Nc − ni,0

Simulation parameters
Nc = 10
πn = (0.5, 0.6, 0.7, 0.8, 0.9)
πw = (0.5, 0.6, 0.7, 0.8, 0.9, 1)
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Inter-rater agreement measures

Simulation studies

Observed Ao and coefficient values for Fleiss’ κ and Gwet’s AC1

mean values across the 100 repetitions

Observed agreement
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Annotating for misogyny

ICOMIC Project
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Annotating for misogyny

Project objectives and annotation tasks
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Annotating for misogyny

Annotation tasks

Task 1: Annotating online comments for misogyny: 2-raters
2 rounds of annotation
each round: 3000 comments extracted from Twitter, Facebook and
Instagram
10 trainees divided into 5 groups. Each trainee pair annotated
independently 300 comments in each round.
Binary annotation: every annotator was asked to annotate each
comment for misogynistic content

Task 2: Annotating lexicon for misogyny: multi-raters
1200 terms exctracted from the Revised Hurtlex lexicon [Tontodimamma
et al., 2023]
6 trainees
Binary annotation: every annotator was asked to annotate each term for
misogynistic content
If the term was misogynistic, annotators were told to choose a
subcategory of misogyny
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Annotating for misogyny

Annotating online comments for misogyny

Annotating online comments for misogyny: first round
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Annotating for misogyny

Annotating online comments for misogyny

Annotating online comments for misogyny: second round



Investigating Annotator Agreement

Annotating for misogyny

Annotating online comments for misogyny

Training effect on inter-rater agreement
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Annotating for misogyny

Annotating lexicon for misogyny

Annotating lexicon for misogyny

Fleiss; κ Gwet’s AC1
Task p(X=1) Ao Ae Coefficient Ae Coefficient
Body-shaming 0.08 0.93 0.86 0.49 0.14 0.92
Objectification 0.16 0.84 0.74 0.40 0.26 0.79
Offensive 0.19 0.80 0.69 0.33 0.31 0.70
Derogatory 0.35 0.63 0.54 0.18 0.46 0.31
Misogyny 0.63 0.63 0.53 0.20 0.47 0.30
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Conclusions

Conclusions

If a disproportionate amount of the data falls under one category
(skewed distribution), then the expected agreement computed through
classical coefficients of agreement is very high, so in this case, it is
better to use Gwet’s AC1 coefficient.
The distributions of the first and second annotation tasks are skewed.

First annotation task: positive training effect on both inter- rater agreement
measures.
Second annotation task: some categories show coefficient values higher
because are very likely easier to annotate, such as the body-shaming
category.

One of the main goals of the ICOMIC project is to release reliable data,
for that reason, it was useful to explore the behaviour inter-rater
agreement measures to choose the most suitable according to the
annotation task, category numbers and their distributions.
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